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COMPUTER MODELING OF COMPANY EMPLOYEE CHURN USING
MACHINE LEARNING AND PREDICTIVE ANALYTICS METHODS

The study proposes an approach to management employee churn using machine learning, predictive
analytics methods and with the support of information technologies. It systematically explores the theoretical
underpinnings of employee turnover, categorizing it into various types and identifying key components for
measurement, as well as factors influencing churn rates and their potential regulation. The discourse highlights
the importance of employee retention strategies, emphasizing elements such as compensation, work planning,
performance evaluations, training programs, and opportunities for career advancement. The authors propose
utilizing decision tree and logistic regression methodologies to predict employee churn, selecting a binary
classification criterion that distinguishes between employees who remain with the company and those who
depart. Two predictive models are developed, showcasing significant accuracy metrics: the decision tree
model demonstrates an impressive 91.3% accuracy on training data and 74.19% on test data, while the
logistic regression model indicates 88.41% accuracy on training data and 90.32% on test data. These findings
underscore the reliability of the proposed models in forecasting employee turnover. Furthermore, the article
outlines practical applications for these models, providing actionable insights for organizations aiming
to implement data-driven strategies for improving employee retention. By leveraging advanced analytical
techniques, the study contributes valuable methodologies and frameworks for companies grappling with
the challenges of employee churn, positioning itself as a critical resource for human resource professionals
and organizational leaders seeking to enhance workforce stability and performance. Overall, the research
underscores the potential of predictive analytics in informing strategic decisions regarding employee retention
and maintaining a healthy climate in the company.

Key words: computer modeling, machine learning, logistic regression, decision tree, employee churn,
predictive analytics.

Statement of the problem. One of the main
tasks of modern companies is the search and selec-
tion of personnel, their retention in the company. HR
departments of companies in the current conditions
have to respond quickly to all changes in the special-
ist market and constantly process a large amount of
information. In these conditions, conducting scien-
tific research on computer simulation of employee
churn is an extremely urgent task. Determining staff
churn allows the management of an company to
determine which part of the staff remains loyal to the
company, and which part is able to go to competi-
tors, thereby reducing profits. The company’s profit
depends on the quality and ease of forecasting the
churn of personnel.

Timely forecasting of the churn of employee is
the key to the successful and effective work of HR
managers in the field of search, selection and reten-
tion of personnel, and therefore to the effective work
of the company. In today’s world, there are many
mathematical methods and software tools that can
be used to build predictive models that allow timely
forecasting of staff churn and simplify business
processes.

Analysis of recent research and publications.
The problem of modeling the predictive analyt-
ics of the churn of company employee in economic
and mathematical science was raised by a number
of researchers. For example, scientific articles [1, 2]
propose a method of substantiating the innovative
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strategy of a company and analyzing employee man-
agement mechanisms in the context of innovative
business activities.

Researches [3-5] offer methods for optimizing
employee management of companies to improve
control processes and evaluate the effectiveness of
web technologies. The issue of optimizing the inter-
face of predictive analytics information systems is
considered in scientific articles [6, 7].

Predictive analytics is also important in the anal-
ysis of employee churn. Predictive models based on
classification and machine learning methods allow
you to determine which class an employee belongs
to: will be fired or will continue to work. This allows
companies to provide decision support for creating
sound and effective HR strategies [8—11]. Various
methods are used to create predictive models, such
as Logistic Regression, Decision Trees, Decision
List Algorithm etc. [12—15].

In order to take competitive positions in the mar-
ket, companies are increasingly using predictive ana-
lytics and information technology in HR manage-
ment it in their activities. Innovative methods and
technologies help companies identify factors and
trends in employee churn in advance and develop
appropriate measures to reduce employee churn.
Therefore, there is a need to develop a methodology
for predicting the churn of company employee using
predictive analytical models, based on a reasonable
set of factors affecting the outflow.

Task statement. The purpose of this article is to
substantiate the technology of using mathematical
methods and computer modeling tools for building
and analyzing predictive models of employee churn.

When analyzing employee churn, it is important
to assess which employee leave and which remain
in the organization, whether the trend of changing
the quality of employee coincides with the strategic
settings defined by the management. Without this
assessment, it is impossible to understand whether
the existing level of variability is a positive or nega-
tive phenomenon. If it is precisely those employee
who need to be got rid of, it means that the orga-
nization is on the right track. If it loses the best
employee, then the issue of churn must be quickly
resolved. Also, the situation when the changeability
and rotation of personnel, both large and small, does
not contribute to improving the quality of work is
also not encouraging.

Outline of the main material of the study.
It should be noted that the statement that the
lower the churn rate, the better is false. It is not
true. Extremely low churn rates indicate that the
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employee of the organization is not updated much
and even ineffective employees do not leave it.
The main issue of any company is the provision of
uninterrupted work, avoiding problems related to the
unexpected dismissal of employee. In modern theo-
ries of employee churn management, there are meth-
ods that allow you to calculate with a certain per-
centage of probability how much a person will work.
They make it possible to determine this already in
the process of negotiations and interviews, as well
as based on the analysis of information about the
dates of admission and dismissal in the candidate’s
employment book. It is useful to process them
on a computer and get the result in graphic form.
The degree of loyalty of the candidate to the previ-
ous employers and the tendency to change the atti-
tude immediately becomes obvious. The HR man-
ager can ask to comment on the graphs and observe
the sincerity and logic of the answers, as well as
the applicant’s attitude, constructiveness, intellec-
tual abilities and communication style. According
to the form of manifestation, physical and hidden
employee churn should be distinguished. Physical
churn includes those employees who, due to various
reasons, are fired and leave the organization. Hid-
den (psychological) staff churn occurs among those
employees who outwardly do not leave the organiza-
tion, but actually leave it, disengage from organiza-
tional activities.

The next division of employee churn is churn in
relation to the organization — intra-organizational
and inter-organizational churn. Internal organiza-
tional churn is related to labor movements within the
organization, and external churn is between organi-
zations, industries and spheres of the economy.

Depending on the size, liquidity is divided into
natural and excess. Natural churn (3—5% per year)
contributes to the timely renewal of the team and
does not require special measures on the part of the
management and employee service. High levels of
staff churn lead to significant economic losses. Com-
panies get organizational, personnel, technological
and psychological difficulties as a result.

Almost all large organizations measure employee
churn. At the same time, you should pay attention to
the following components:

the general level of churn and its compari-
son with churn in other companies on the market
(benchmarking);

dynamics of churn rate over time;

changing the structure of reasons for churn;

change in churn of different categories of
personnel.
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Companies participate in specially organized
studies to obtain benchmarks or churn rates in
the market or industry. In the process of research,
employee-initiated churn and employer-initiated
churn are often measured separately. And also the
churn of new employee: during the first 3 months or
during the first year of work.

To analyze employee churn, first of all, it is nec-
essary to consider the factors affecting employee
churn and their regulation. These include the follow-
ing factors:

material (uncompetitive pay rates, unfair pay
structure, unstable earnings);

organizational  (schedule, regime, working
conditions do not meet the employee’s expectations,
lack of opportunity for career growth, professional
development);

interpersonal (relationships with management
and colleagues);

the employee’s age (the most risky age of
transition to another job is under 25);

employee  qualification  (the lower
qualification, the more often they change jobs);

the employee’s place of residence (the further the
employee lives from work, the greater the risk of his
leaving);

length of service at the enterprise (after three
years of experience there is a sharp decrease in
churn, which is explained both by the age factor and
adaptation problems).

Retention measures should include each direction
where adherence problems and dissatisfaction may
appear such as:

payment;

work planning;

assessment of activity results;

training;

career development;

commitment and engagement;

team feeling;

conflicts.

To reduce staff churn, leading companies are
now widely using predictive analytics, which is
based on statistical methods, methods of intelligent
data analysis, game theory, analysis of current
and historical facts to make predictions about
future events. Predictive analytics relies heavily on
advanced information technologies for intelligent
data analysis.

Logistic regression and decision trees are the
most popular methods for predicting employees
churn. The features of their possible application are
analyzed below Logistic regression allows you to

the

determine the predicted outcome for two conditions,
using several factors. To determine employees
churn, you need to divide them into two groups:
employees either leave or stay in the company.

Decision trees are also an important tool in the
work of every specialist involved in data analysis.
This method has several algorithms for tree
construction and is widely used to analyze staff
churn. A decision tree allows you to build rules
based on tracking with a certain probability all paths
from the root node to the leaves of the tree. Both
methods have certain advantages and disadvantages,
therefore, the third section will implement models
based on these methods with further comparative
analysis of their obtained results.

Currently, the methods of predictive analytics are
quite popular for solving the problem of employee
churn. Predictive analytics is a data analysis
method. The main task of these methods is to
determine the state or direction of behavior of any
entities in the future. The results obtained are used
to justify management decisions [1-2, 6-7, 9, 14].
For forecasting, the following methods of data
mining, statistical analysis, game theory, etc.
can be used. Predictive analytics compares the
current situation with historical data analytics,
which makes it possible to determine predictions
about future events. Thus, predictive analytics
models in real business conditions determine
the relationships between several indicators that
influence decision-making, and allow assessing the
risks associated with a certain set of factors. Today,
predictive analytics relies heavily on advanced
machine learning technologies. Data scientists use
deep learning and complex algorithms to analyze
multiple variables to create predictive models that
can predict typical behavior based on big data.
Next, we will consider methods that are widely used
for predictive modeling, such as logistic regression
and decision trees.

1. Logistic regression.

Let’s define the features of using the logis-
tic regression method to predict employees churn.
[14]. This technique is one way to answer questions
like “why do people leave a company?”, “how can
we influence turnover rates?”, and “who is most
likely to leave in the next year?” The goal of any
type of regression is to predict an outcome using
some factors. To predict churn (the dependent vari-
able) employee data (the independent variables)
is use. Logistic regression, simply put, is a form of
regression that is used when the predicted outcome
is 1 or 0. This is exactly what is needed to pre-
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dict turnover: people either leave or stay with the
company.

Logistic regression determines the probability of
an event occurring based on the set of attribute val-
ues y. For this purpose, the so-called dependent vari-
able y is introduced, which can take only one of two
values. As a rule, these are the numbers 0 (event did
not happen) and 1 (event did happen), and a set of
independent variables (also called attributes, predic-
tors or regressors) that are real values x,,x,,...,x, .
They are based on the values needed to calculate the
probability of assuming a certain value of the depen-
dent variable. Let’s introduce a fictitious attribute
x, =1 to simplify the writing later.

It is assumed that the probability of the event
occurring y = 1:

Py =llx} = f(z),

where z=0"x=0,+0,x,+...+0,x,, where x and
0 are column vectors of values of the independent
variable 1,x,,..,x, and parameters (regression
coefficients) are real numbers 0, ..., ,and f(z)
is the so-called logistic function (sometimes also

called sigmoid or logit function):

1
zZ)= .
f( ) l+e”
Since y takes only the values 0 and 1, the prob-
ability of taking the value 0 is:

Py =0x}=1-f(z)=1-f(6x).

In general, the distribution function y for a given
x can be written as:

Polxy=£(07x) (1- £(07x)) .y ef0.1).

2. Decision tree.

Decision tree methods are a family of algorithms
based on creating a hierarchical structure based
on the answer to a set of “Yes” or “No” questions.
The create of decision tree methods for data analysis
is associated with the C4.5 and C5.0 algorithms, the
CART (Classification and Regression Trees) algo-
rithm and the random forest method [14].

The basis of most popular decision tree training
algorithms is the principle of data partitioning. This
principle is implemented by the following algorithm.
Consider a training set S containing n examples,
each of which is given a class label Ci (i = 1..k) and
n attributes Aj ( Jj =1..m), which are supposed to
determine whether an object belongs to a particular
class. Then three cases are possible:

1. All examples of the set S have the same class
label Ci, that is, all training examples belong to
only one class. Obviously, training in this case does
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not make sense, since all examples the presented
models will be of the same class, which will “learn”
to recognize the model. The decision tree itself in
this case will be a leaf associated with the class Ci.
The practical use of such a tree is meaningless, since
it will attribute any new object only to this class.

2. The set S does not contain any examples at
all, i.e. is an empty set. In this case, a leaf will also
be created for it (applying the rule to create a node to
an empty set is meaningless), the class of which will
be selected from another set (for example, the class
that occurs most often in the parent set).

3. The set S contains training examples of all
classes Ck. In this case, it is necessary to divide
the set S into subsets associated with classes. To
do this, one of the attributes 4j of the set S is
selected, which contains two or more unique values
(al,a2,...,ap) , where p is the number of unique val-
ues of the attribute. Then the set S is partitioned into
p subsets (S1,52,...,Sp), each of which includes
examples containing the corresponding attribute
value. Then the next attribute is selected and the
partitioning is repeated. This procedure is repeated
recursively until all examples in the resulting subsets
are of the same class.

In the process of constructing a decision tree, it is
necessary to select a partitioning attribute. The best
partition attribute will be the one that provides the
maximum information gain of the resulting node rel-
ative to the original:

Gain(A) = [nfo(S) - Info(S_A),

where Info (S ) is the information associated with the
subset S before partitioning,

Info(S_A) is the information associated with the
subset obtained by partitioning by attribute A.

Thus, the task of choosing a partition attribute in
a node is to maximize the value of Gain(A) , which
is called the information gain.

Experimental part. For the practical implemen-
tation of predictive methods (the decisions tree and
logistic regression) we will use the modern package
of IBM SPSS Modeler application programs [9].
Modeling employee churn is a description and
analysis to predict the category to which a particu-
lar employee belongs. In our case, the simulation
of employee churn is based on signs of churn: work
(True), left (False). We estimate churn using the con-
structed flow and the company’s personnel database.
First, we estimate the importance of the predictor,
our model determined that the most important for
forecasting is work experience at the start of coop-
eration, the value of which = 0.15 (Fig. 3).
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After completing the construction of the flow, the
final result was the model of building a decision tree,
which is presented on the Fig. 2.

Using a decision tree and analyzing data on an
individual worker, it is possible to simulate the situ-
ations under which he will stay in the company, and
under which he will leave the company.

The CART algorithm has two children at each
node of the decision tree. A rule is formed at each
node. It allows you to divide the set of examples
of a node (the training set) into two parts. The first
part contains examples in which the rule is fulfilled
(usually the child is on the right), and the second

part in which the rule is not fulfilled (the child is
on the left). The partition quality evaluation func-
tion is used to determine the optimal rules. For
example, based on decision trees, it can be assumed
that workers who have had overtime, the number
of companies they have worked for >2, will leave
the company with a probability of 100%, instead,
workers, who worked for our company in the same
company, or had no work experience at all, will
remain. This may be due to the fact that a worker
who already has experience working in another com-
pany/companies without overtime with a standard-
ized work schedule, while working in a new com-

Number of company befor us
Workig conditions

Having a mentor

Number of years in the company
Salary need

Bonuses for work

Social package

Type of work

Job title

Work experience

0 0,02 0,04 0,06 0,08 0,1 0,12 0,14 0,16

Fig. 1. Estimate the importance of the predictor
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Fig. 2. Decision tree construction flow

423



Bueni sanucku THY imeni B.1. Bepnaacbkoro. Cepisi: Texniuni Hayku

pany with overtime, can compare the conditions and
change the place of work.

Let’s consider another branch of our tree. An
employee who did not have overtime may leave
because he does not have a social package, and for
him this is more important than anything.

Let’s also consider the option of a worker who
does not have overtime. According to the analyzed
data, a person who has work experience <=2.8 years
with a 100% probability will remain working for the
company. An employee who has work experience in
the company >2.8 years, work experience in our
company <3.7 years is highly likely to leave the
company.

Therefore, it can be concluded that the main fac-
tors that affect the churn of employee are: the pres-
ence of overtime, the position they hold, the social
package, work experience and the number of com-
panies in which the employee worked before starting
work in our company.

The goal of the whole process of building a deci-
sion tree is to create a model that can be used to
classify cases and decide what values the objective
function can take, given several variables as inputs.
Thus, the classification of each new case occurs
when moving down to the letter, which will tell us
the value of the objective function in each specific
case.

In our case, when it is necessary to make a deci-
sion about the worker (the objective function can
take the values “working” and “left”) based on infor-
mation about the worker (for example: work experi-

EaE
Table
[ == = Blal
) —» () — @

Subsets Type

table100 - copy.xlsx

ence at the time of the start of cooperation, availabil-
ity of overtime, marital status, and so on).

To build a model using logistic regression, we
perform the same settings as for the decision tree,
namely adding nodes: source, subset, table and
types. As a result of construction, we get a logistic
regression model, which is presented on the Fig. 3.

After running the logistic regression model, a
classification table was obtained, which shows how
correctly the built model predicts (Table 3). A total
of 100 records were processed. The percentage of
correct predictions for employees with the attribute
“work” is 94.2%, and among those who “left” —
83.3%. The average percentage is 89.0%.

Table 3
Classification table
Predicted
Sign Works Left Percentage
of correct
Works 49 3 94,2
Left 8 40 83,3
The overall 89,0
percentage

For employed persons, 49 correct predictions
were obtained, and 40 correct predictions for per-
sons who are not employed. When training the
model, 8 types of false classifications for those who
are employed, and 3 false negatives for those who
are not employed, must be omitted.

Next, we will analyze the coefficients of the
so-called chances, which show the statistical

/ -
T~

Tad

Works

[
ks
i
1
L
1

Q,

Analysis

il

| Immitations assesment |

Fig. 3. Logistic regression model
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influence of variables on the churn of employee
(Fig. 4). As we can see, these are the variables
included in the model. In this table, it is worth paying
attention to the evaluations of the variables. When
we build a model based on these estimates, these
are the odds ratios. The table shows the confidence
interval for the odds ratios. Indicators in column B
are the actual beta coefficients on which the model
is built. Odds ratios determine the influence of
variables, the higher this ratio (greater than 1), the
more likely this variable will affect the dismissal of
the worker or his further work in the company.

Analysis of the simulation results shows that the
significance level for the model is <0.05, which
means that we have a significant model and will
predict well.

The analysis of the simulation results also shows
how many variants of the dependent variable are
explained by the predictors. In the built model,
this is about 73% of the result, or 73 percent of
the options in the result will be predicted by our
predictors (or affected by our predictor). Thus, it
can be concluded that a significant percentage of the
results will be predicted by the previously selected
predictors.

Therefore, it can be concluded that the result was
correctly predicted by the model for 89%. This is
much better than the null hypothesis before model
training, as it was only 52%.

Comparing the obtained results and works based
on the comparison tables, where the number and
percentage of correct and incorrect, trained and
tested stream entries are presented, the decision tree
model showed results of 91.3% and 74.19% correct
for trained and tested, respectively, and the logistic
regression model — 88.41% and 90.32%. Thus for
the decision tree there were better results for the
trained set, and for regression the tested set.

Also evaluating the performance by the indi-
cators trained in the decision tree 0.514 and
0.698 respectively (True, False) and logistic regres-
sion 0.463 and 0.691 respectively. According to
the indicators of tested decision trees 0.458 and
0.333 respectively (True, False) and logistic regres-
sion 0.601 and 0.601 respectively.

To obtain the general results of the simulation for
two models, it is necessary to run the model analysis
node for execution. This node makes it possible to
assess the adequacy of the constructed model. After
its execution, the system displays the results of the
model evaluation for the decision tree (Fig. 5).

Let us consider the values of the model evalua-
tion indicators, namely the values of the AUC indi-
cator and the Gina coefficient. AUC is area under
curve ROC (receiver operating characteristic) and
the Gina coefficient is quantitative indicator that
shows the degree of inequality of the distribution
options. The values of these indicators are always

Variables in the equation
Root mean
B squared error Wald df. Value Exp (B)
Work experience by the
employment( in years) 948 »359 6,973 1 ,948 2,580
How many companies
have worked before us -,074 A71 0,025 1 -,074 929
Years in company 597 427 1,953 1 597 1,816
Education 6,178 3,530 3,063 1 6,178 481,843
Social package -26,258 40193,018 ,000 1 -26,258 ,000
Working conditions -502 724 482 1 -502 605
Fig. 4. Statistical characteristics of model variables
'Subsets’ 1_Training 2_Testing
Model AUC|  Jeanie AUC|  Jeanie
$R-Works 0,951 0,902 0,817 0,634

Fig. 5. Results of decision tree model analysis

425



Bueni sanucku THY imeni B.1. Bepnaacbkoro. Cepisi: Texniuni Hayku

'Subsets' 1_Training 2_Testing
Model AUC| Jeanie AUC  Jeanie
SL-Works 0,881 0,908 0,815

Fig. 6. The results of the analysis by logistic regression

between 1 and 0, the larger the value, the better the
classifier.

Next, we perform regression analysis. The results
of the logistic regression analysis are presented in
Fig. 6.

The AUC and Gina scores are almost the same,
but the decision tree is several hundredths better in
terms of AUC than logistic regression with 0.951
and 0.817, and logistic regression with 0.941 and
0.815. The Gina coefficient also shows that the deci-
sion tree is better, 0.902 and 0.634, respectively,
and the logistic regression is 0.881 and 0.815,
respectively.

Thus, both models showed satisfactory results.
But according to the AUC and Gina indicators, the
preference can be given to the decision tree.

Conclusions. Thus, the study substantiated the
approach to employee turnover management using
predictive analytics methods. The theoretical foun-
dations of employee turnover in a company are the
types of employee turnover, such as natural turnover
and intra-organizational turnover. An important ele-
ment of employee turnover management are the
components of its measurement, namely, the overall
level of turnover and its comparison with turnover
in other companies on the market (benchmarking);
the dynamics of the turnover coefficient over time;
changes in the structure of the causes of turnover;
changes in the turnover of different categories of
personnel. In addition, it is necessary to take into
account the factors that influence employee turn-
over and their regulation: material, organizational,
interpersonal.

For the practical implementation of employee
turnover management, the use of mathematical
methods and information technologies was pro-

posed, which allowed building and analyzing predic-
tive models of employee turnover.

Before modeling, the choice of indicators that
influence employee turnover was justified. Next,
flows were constructed for modeling the outflow
using the decision tree and logistic regression
methods. The experimental results showed that the
accuracy of the predictive model by both methods
is quite high. Having evaluated the data obtained
on the analysis of the constructed models by the
decision tree and logistic regression methods, a
conclusion was made about the adequacy of both
models.

Comparing the results of the work, which pres-
ents the number and percentage of correct and
incorrect trained and tested records in the flow, the
decision tree model showed results of 91.3% and
74.19% correct for trained and tested, respectively,
and the logistic regression model — 88.41% and
90.32%. These results indicate a fairly high accuracy
of the forecast

The scientific significance of the provisions and
recommendations developed in the article is that
they allow solving the scientific and practical task of
developing methodological foundations and practi-
cal recommendations for the use of computer model-
ing methods in predicting the outflow of enterprise
personnel.

The validity of the scientific results of the study
is determined by a multi-faceted consideration of the
problem, research and experimental confirmation of
the adequacy of the developed predictive model.

The practical significance of the results obtained
lies in the development of recommendations for the
construction and analysis of models for predicting
employee turnover for the enterprise.
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Ymakosa 1.0., bougapenko /1.0., Uupsa 10.€., 3naxyp JI.B. KOMII’'KOTEPHE MOJIEJIFOBAHHS
BIITOKY CHIBPOBITHUKIB KOMITAHII 3A JJOIOMOT OO METO/IIB MAIIIMHHOI'O
HABYAHHS TA ITIPOTHO3HOI AHAJIITUKHA

Y 0ocnioocenni sanpononosano nioxio 0o ynpasuinus i0mMoKom CHRIBPOOIMHUKIE 3a 00ONOMO20I0 MemOoOi6
MAUWUHHO20 HABYAHHS, NPOSHO3HOI AHANIMUKU Ma 34 NIOMPUMKU iHopmayitinux mexuonoeiu. B pamkax
00CII0MNCYBAHHSL OYI0 BUBHAYEHO MEOPeMmUYHi OCHOBU NJIUHHOCMI KaAopie, nposedeno ii kiacugikayiro 3a
PIBHUMU MURAMU MA BUBHAYEHO KIIOY08I KoMIOHeHmu 05 ii sumipiosanns. Kpim moeo Oyau obrpynmosani
OCHOBHI (hakxmopu, wo NIUBAIOMb HA NOKA3HUKU BIOMOKY KAOpie ma ix nomenyitine pe2ynrodanhs. JJuckypc
NIOKPeCNIOE BaANCIUBICIb CMPAMe2iil YMPUMAHHS CRIBPOOIMHUKIB, HALONOULYIOHU HA MAKUX eleMeHmax,
AK  8UHA20POOA, WNIAHYBAHHA pPOOOMU, OYIHKA e@eKmusHOCmi, NpoSpaMU HABUAHHA MdA MONCIUBOCHI

Kap 'epno2o 3pocmaniisi. AGmopu npononyions BUKOPUCIOB8Y8AmMuU Menmooonozii 0epesa piutels i 102ICmudHol

pezpecii 0151 NPOSHO3YBAHHS GIOMOKY CRIBPOOIMHUKIS, subUpaouu 08iliKogull Kpumepiil Kiacupikayii, siKui
PO3PI3HAE CRIBPOOIMHUKIB, AKI 3ATUUAIOMbCS 8 KOMNAHil, I mux, xmo tide. Po3pobneno 06i npoenocmuumi
MoOerni, AKi 0eMOHCMPYIOMb 3HAYHI NOKASHUKU MOYHOCI: MOOelb 0epeda pileHb OeMOHCMPYE 8PANCAIOYY
mounicms 91,3% w000 oanux Hasuanna ma 74, 19% oanux mecmyeanHs, mooi Ak MoOeib 102ICMU4HOI peepecii
ekazye Ha moyHicmo 88,41% Oanux nasuanua ma 90,32% Oanux mecmysanna. Ompumani pesyiomamu
NIOKpecaioms HAJIHICHb 3anpPONOHOBAHUX MOOeRell y NPOSHO3YBAHHI 6I0MOKY KAOPIE.

Kpim mozo, y cmammi onucano npaxmuune 3acmocy8anHs yux mooenell, o Hadde 8axciugy iHgopmayiio
onsl  opeanizayit, sAKI NPASHYMb peanizyéamiu Kepoeani Oauumu cmpameii 6 HANPIMKY VMPUMAHHSI
cnispobimnuxie 6 komnawii. 3a80aKu 3ACMOCYBAHHIO NePedoGUX AHANIMUYHUX MemoOie O0O0CHIONCEHH
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CMBOPIOE YInHI Memooono2ii ma pamxu 01 KOMNAHill, SKi OOpomucs 3 npoonemamu 8i0moxy npayieHuxis,
RO3UYIOHYIOUU cebe K Hatl8adCIusiuuLl pecypc 0 cneyianicmie i3 i00Lny 100CbKUX pecypcié ma Kepi6HUKI6
opeamizayiu, AKI npacHymv RIOGUWUMY CMADIILHICb Ma NPOOYKMUBHICMb CHIBpOoOIimHUKI6. 3acanom
00Cni0dCeH s NIOKPeCIIOE NOMEHYIAN 3ACMOCY BAHHS MEMOOI8 MAUUHHO20 HAGYAHHS, NPOSHO3HOT AHANIMUKL
ma KoMn 10mepHo20 MOOeN08aHHS Oisl NPULUHATMA 0OIPYHIMOBAHUX PileHb 000 VIMPUMAHHS CRIGPOOIMHUKIE
i niompumKu 300p06020 KAIMAMy 68 KOMNAHIL.

Knrwouogi cnosa: komn romepre MoOen08anHs, MAWUNHE HABUANHS, T02ICMUYHA peepecis, 0epeso piieHy,
8IOMIK CNiBPOOIMHUKIB, NPOCHO3HA AHAIMUKA.
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